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" Abstract— The ensemble is a popular machine learning
technique based on the principle of divide and conquer. In
data clustering, the ensemble aims to improve performance
in terms of processing speed and clustering quality. Most
existing ensemble methods face inherent complex
challenges such as uncertainty, ambiguity, and overlap.
Fuzzy clustering has recently been developed to handle
data with many-feature, heterogeneity, uncertainty, and big
data. In this paper, we propose an cnsemble feature-
reduction clustering model (EFRC) using advanced
machine learning techniques. The EFRC model consists of
three phases. First, the datp is feature-reduced by a random
projection. Then, the data is divided into subsets based on
the likelihood of overlap and quantification of noise.
Various clustering techniques are used to cluster the subset
of data Finally, the results of the clustering modules are
consensus using the classification technique 10 produce the
final clustering result. Several tests were performed on the
benchmark datasets. The test results show the superior
performance of the EFRC model compared to the previous
models.

Keywords— Clustering, classification, ensemble model,
feature reduction, many-featurc, big-data.

I. INTRODUCTION

A data clustering groups data objects in such a way
that each object is assigned to the same group (called a
cluster) with other objects similar to it [1]. It is a popular
technique for statistical data analysis, used in many fields,
including data mining, machine lcarning, pattern
recognition, image analysis, information retrieval,
bioinformatics, data compression, and computer graphics
(2). Some common clustering techniques, used for small-
scale datasets, are fuzzy C-means (FCM) and K-means
(KM). In [3), fuzzy co-clustering (FCoC) is used to classify
high-dimensional data (for example, HSI). Unfortunately,
those conventional clustering techniques are often not very
cfficient when dealing with complex, heterogeneous, high-
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volume, and rapidly generated data. New efficient
clustering mecthods and tools are needed to be able to
extract valuable information from huge amounts of data.

An ensemble is a popular machine lcaming
technique based on the principle of divide and conquer. It
is built with a set of independent and parallelizable
individual models, whose outputs are combined with a
decision synthesis strategy to produce a single outcome for
a problem. certain [4). Models can be classification,
prediction, regression, or clustering, which the set is
designed to perform [$). Clustering ensemble is a machine
learning method for data clustering. It combines multiple
clustering models to produce better results than individual
clustering algorithms in terms of consistency and quality
(6). Since clustering ensemble was proposed, it has rapidly
gained much attention. There are some recent research on
the ensemble in machine leaming fields such as the mining
industry (7], biology and medicine 8], pattern recognition
(9], categorical data [10), image processing (11, 14),
environmental management [12], and big data processing
[13]. Generally, the clustering ensemble is very effective
in unsupervised leamning. It is suitable for more datasets
than traditional single clustering, and it is also robust
against noisc and outliers. However, most existing
ensemble algorithms are based on a static model, they
become more difficult due to the inherent complexities
such as uncertainty, vagueness, and overlapping. In this
paper, we propose a many-feature data clustering model
ensemble feature-reduction clustering model (EFRC). It
consists of three stages. First, data is reduced-feature using
a random projection. Then, second, we divide the data into
smaller data subsets by qualifying the noise or the overlap.
And then, the different objective functions are used to
cluster data subsets in parallel. Finally, the results from the
clustering modules are combined with a classification
technique to create the final classification result.
Experimental results on benchmark datasets demonstrate
the superior performance of the EFRC model compared to
the previous models.

The rest of the paper is organized as follows. Section II
presents the recent work done in the areas of clustering
ensemble. Section IIl introduces the main concepts and
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methods used in the study. The proposed EFRC clustering
model is also presented in this section. Then the data used
along with the experimental settings are described in
Section [V. Section V is the conclusion and future work.
II. RELATED WORKS

In this section, we will present a summary of the main
theoretical issues related to the clustering model. Includes
mode!l structure, base clusterings, clustering consensus,
and clustering ensemble quality asscssment.

A. Clustering ensemble model

A clustering ensemble model usually consists of three
stages performed in order: data preprocessing, clustering,
and clustering ensemble quality assessment. X. Wu et al.
[6] bave defined the clustering ensemble as follows: There

is a dataset X ={X,%;,...X,} that has n data point
Data X is divided into m different data subsets

={X,, X3 - X,}. Then, m Cclustering
dgmm(uncluswinp)mmedmcm‘w
data subsets X,(i=1, 2, ...,m)and generae m

different partitions P={R,P2.....lf_}.Aconmu
function is used to ecnsemble the result partitions
P={R, P, ..., P.} o obuin the clustering resuit "

Finally, the estimated indexes arc used to evaluate the
clustering quality and give the final clustering results. The
traditional clustering enscmble model is shown in Fig. 1.
The component modules of the clustering ensemble model
are presented in sections B, C, and D below.

X; r’erhlﬂcnn‘l 1’
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Fig. 1. Traditional clustering ensemble modelBase clustering modules

In the clustering ensemble model, the base clusterings
are the basic components in the clustering stage. The base
clusterings can be different clustering techniques to cluster
the corresponding data. In this paper, we arc motivated
mainly by demonstrating the working mechanism and
demonstrating the effectiveness of a clustering ensemble
machine leaming approach. Thercfore, we will select some
popular clustering algorithms such as KM [2], FCM [15],
FCoC [16) and IVFCoC [17) for our purposes. These four
clustering algonithms have different mathematical
structures and different data objects. These algorithms
have their advantages and disadvantages in terms of cluster
processing time complexity and accuracy.

B. Consensus function module

In the clustering ensemble model, the consensus
function module is implemented with a clustering or
classification technique to consensus results obtained from
the clustering stage. The result obtained by the consensus
function module is the final clustering result of the original
dataset.

To get the final clustering result, a consensus function is
used to group m results of base clusterings into k different
clusters. Several consensus functions have been developed
to produce the final data clustering result. Recently, we
have introduced a clustering tendency assessment method
SACT (3] applied in hyperspectral image classification.
The SACT is viewed as a consensus function based on
graph-based approaches. In the EFRC model, we use
SACT as a consensus function to classify the partitions
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obtained from base clusterings into the final clustering
result. We first aggregate the partitions obtained from the
base clusterings into a set of mxk partitions. Next, we
represent the partitions as super-objects that are
represented by cluster centers and data object lists. Then,
the SACT algorithm is used to group the set of mxc super-
objects into & final clustering result clusters.

C. Cluster evaluation module

The cluster evaluation module is used to evaluate
the clustering quality obtained from the consensus function
module. This module will quantify cluster evaluation
indicators. There are two groups of cluster evaluation
indexes: supervised indexes and unsupervised indexes.
Table 1 lists a list of cluster evaluation indicators.

Table 1. Cluster evaluation indexes

Type Name Denote | Best If | Range
Accuracy rate [19] AR | High 0,1

-g Recall index [20] Rel | High | 0,1

g Precision index [20] Pcl | High | 0,1

& |Fl score [21] Fl High | 0,1
Mean Squared Error

E 29] MSE | Low | 0,4
I lity Index :

g ['3'(‘)']“"' Quality Q1 | High | 0,1
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Davies-Bouldins index)

(31] DBI Low

0, +0

Xic and Benis inde
B31) X xBI

Low | -+

Supervised evaluation indexes are used to evaluate cluster
quality on labeled datasets. Supervised evaluation indexes
include Accuracy rate [19] (AR), Recall index [20)
(Recall), Precision index [20] (Pre.) and Rand index [21]
(RI). Where higher values indicate better clustering results.
These indexes are often used in the clustering consensus
module to evaluate the cluster quality of the final clustering
results.

Unsupervised cvaluation indexes are used to evaluate
cluster quality on unlabeled datasets. Unsupervised
evaluation indexes include Mean Squared Error [22)
(MSE), Image Quality Index [23] (1QI), Davies-Bouldins
index [24) (DBI). and Xie and Benis index [24) (XBI).
Where, lower values of the MSE, DBI, and XBI indices,
while higher values of the IQI indicate better clustering
results. These indexes are often used in the clustering
consensus module to cvaluate the cluster quality of base
clustering and clustering consensus modules.

1Il. EFRC MODEL
A. EFRC model ?

Let X be the input dataset in a d-dimensional space, k be
the cluster number of the data, M be a set of unsupervised
clustering modules and a classification module U. The

clustering ensemble ptoblcmnmtofaml3mge
classification model: Firstly, the original X dataset is
divided into m different data subsets X={X;, Xy, ..., Xa};
thentheuhmedwchmamhdm“abmiuok
different clusters. Thus we obtain |C}= m * k component
clusters; Finally, the U is used to classify the component
clusters into k different classes. The model of EFRC is
shown in Fig. 2.

The clustering ensemble model consists of ten basic
components that are shown in Eq. (1).

Y={mR X,P,D,S, M, T, U, H} ()

1. Size of model m

m is the number of base clusterings [6, 10, 14] of
the EFRC model. m is called the size of the model, m is a

positive integer.
2. The data space R

R is a real number ficld.
3. Input data X

X is the input dataset.
X"—‘{d' s, {xl},.f;}l @

Where, d is the number of features of the data, s number of
data sources. X be the input dataset in a d-dimensional

0 03 (CS.01) 2021
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space X ={x, x;, .., X,} ,x, €R,i=Ln. Xcan

be a single-source dataset, or X can also be aggregated from
different s-source datasets X'= (X, X, ..., X,}.

When s = m, each data subset for each module is
taken from a scparate data source. When s< m, some large
input data sources can be separated into small datasets to
provide enough for each processing module. When s> m,
some small input data sources can be merged into a larger
dataset to provide enough for each processing module.

Fig. 2. The ensemble feature-reduction clustering model
EFRC

4. Data preprocessing module P

P=P(X) is the pre-processing techniques such as
dimensional reduction techniques (PR, PCA, or Sammon)
or noise filtering techniques, feature selection, etc.

Dimensionality reduction techniques have been
studied and applied in many fields of data mining such as
data classification and clustering [25). In data clustering,
especially for datasets with a large number of dimensions,
dimensional reduction techniques arc used as a
preprocessing step before clustering to produce the main
clustering results more accurately and to improve
clustering times. The selection of an appropriate dimension
reduction technique can help to enhance the processing
speed and reduce the time and effort required to extract
valuable information. Currently, there are many different
dimensionality reduction methods such as Principal
Components Analysis (PCA) [26), Random Projection
(RP) [27], Sammon [28), FRFCoC [29). In this paper, we
use the Random projection algorithm to reduce the
clustering data feature because it is a powerful method of
dimensionality reduction that is noted for its simplicity
(30). Random projection is a powerful dimension reduction
technique that uses random projection matrices to project
data from a high-dimensional subspace to a low-
dimensional subspace [31).

6
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S. Data spliting module D
D=D(X, m, a) 3)

D is the data splitting module that divides X data
into m different data subsets, X ={X,, X, ..., X_}.
satisfying X={X,ux,u.uX.} ad
X,nX,Nn.nX_ =0

m, is the number of items in X, that is
m, =|X|,x, € R’ , X (xi, xa, ..., Xos).

a={a,, ay, ..., aa} is a set of influence factors, a,
is the influence coefficient of the data module X. a,
determined by the ruleset (4).

# X; is small and clearly, then a; = 0

i X; is low-dimensions and uncertamty, then a; =1
- V’X,hwamﬂy,mai.z

c
4

¢|m‘qmmy,dnchmin¢mﬂuofdmwun
be shared with the remaining modules. Sﬂ.ofChﬂtnn' g
results: C is the result set of clustering modules

c={G. Cyor Cm} - G; ={Cin- G Ct}.
Cy ERD.i=E;vj=i1—k-

Each module Af; = M, (Xj, k, 4,1, C;) isused to
group data subscts X, into k clusters. Where A, is the
clustering algonthm, / is the index set shared for the
clustering modules, and C; is the clustering result set of the
clustering module M,

8. Knowledge exchange module T

T=TC) is a function that converts clustering
knowledge output at each clustering iteration between
ing modules.

9. The base clustering consensus module
U is a module to consensus the cluster results to

VX,BMMM.M%sJ . R .

6. Clustering algorithm selection module
§=5(4,a) (%)
S is a clustering algorithm selection function. $={S.
S ... Sm}.
Where,

A={KM, FCM, FCoC, IVFCoC) is the list of
clustering algorithms that have been presented in section 2.
a={aj, ay, ..., Qa) is the set of influence factors.
S, is a clustering algorithm for module ifh, S, is determined
by the ruleset (6).
ia,-OMS,-K—mudgwithn
fa,-lde,--F-amvdgaidm
"4 a, =2 then S; = FCoC algorithm
y'a,-BMS,-IVFCoCdpﬂh

(6)

Currently, there are many different efficient
algorithms. But using the four algorithms KM, FCM,
FCoC, and IVFCoC is only a specific illustration of a
proposed model, not a rigid one. We can integrate any
algorithm so that it fits our actual nceds.

7. Data clustering modules

M= M(X.k A1C) M

Where, input dataset of clustering modules: X={X,,
X, ..., Xa) are data subsets; k is the number of data clusters;
A={A; A ..., Aa} is a set of clustering algorithms.
Algorithm A, is used to cluster each subset X; into k
different clusters. / is a set of indicators used to evaluate
cluster quality (set of quality evaluation indicators),
1={MSE, IQI, DBI, XBI}(see Table 1). Through /,
during the learning repetition, if a module has a better

0 03 (CS.01) 2021

U=U(C, k, 4,0,1) (8)

a) The input of clustering consensus module
C is the input of clustering consensus module,
C'{C], CZo ey Cm}. C‘ z{C."l, Clz, ceey Clk}.

Gy eRP i=Lmj=Lk Thatis, |f=m*k.

b) Number of data layers: k is the number of data

clusters.

¢) Clustering consensus technique A:

A is a clustering consensus technique. Algorithm A is used
to classify m*k items of C into k different clusters. The
consensus technique could be a classification technique
such as Logistic regression or Naive Bayes classifier or
Support vector machines. Then, the EFRC model is called
the supervised clustering ensemble model. The consensus
technique can also be an unsupervised clustering technique
such as KM, FCM, FCoC, or IVFCoC. Then, the EFRC
model was called the unsupervised clustering ensemble
model.

d) The output of clustering consensus module:
Oisthewq)\nof_cluswingeomnmmodule.o-{ox.
03, ..., Ox}, i =1,k are the result clusters,

) ={xwxu""'xm}° n, =|Q| is the number of

data objects in the resulting cluster O, x, €R? is the jth
data object in the resulting cluster O,

¢) Clustering quality evaluation indexes:

I is a set of indicators used to evaluate the quality of
clustering result unifying. If 4 is a classification technique,
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M I is a set of supervised indexes,
I={MSE, IQI, DBI, XBI} . Flse if A is an unsupervised

clustering technique, then I is a set of unsupervised
indexes, / = {AR, Rcl, Pcl, F1} (see Table 1).

10. The global clustering result display module
H=H(10) ®)

H is the global clustering result display module, / is a set
of the consensus quality evaluation indexes. O is the set of
final results of the EFRC model, includes the class center
and the distribution of the items in each class.

B. Compare EFRC with'some other machine learning
models

To have a better view of the EFRC model, let us
compare EFRC with some other data processing models
that are similar to the parallel processing model and the
swarm intelligence model. The processing modules in

these models are called individuals. The parallel and
swarm models consisting of similar individuals so they can
be called swarms. EFRC consists of different individuals,
so EFRC can be called the combination swarm or the
population. In Table 2, the basic characteristics of the
EFRC model are compared with the swarm models and
parallel processing models. According to the comparison
results in Table 2, we can casily see that the EFRC model
has outstanding advantages compared to other models.
C. EFRC algorithm

Based on the EFRC model presented and analyzed in
Section 2 and the association of the components in the
EFRC model are depicted in Fig. 2, we build a clustering
algorithm. We call the algorithm EFRC as indicated in
algorithm 1 below.

Table 2. Compare EFRC model with swarm models and parallel processing models

Features EFRC model Swarm models Parallel processing models
Data Dividing for the individuals Sharing for the individuals Dividing for the individuals
Data effects | Estimsting coefficients  that | No No
affect sub datascts

Objective Multi-objective Multi-objective Single-objective

function

Processing Parallel processing between the | Parallel processing between | Panallel processing between
individuals on different sub | the individuals on the same | the individuals on different
datasets dataset sub datasets

Knowledge | Exchanging  between the | Exchanging between the | No
individuals individuals

Processing | 3 steps: Step 1 reduce data |1 step: Searching and | 2 steps: Step | clustering on

strategies features, stcp 2 clustering on the | selecting the best result the individuals, step 2
individuals, and step 3 clustering results of the
aggregating clustering results individuals into the final

result

Algorithm 1. Pseudocode of the ensemble feature-
reduction clustering algorithm EFRC

Input: Dataset X
Output: The clustering results

1. Initialize parameters of
Z={mRX.P.DSMTUH)

2. Reading structured input data /={X, d, 5.
3. Reduce features of data.

0 03 (Cs.01) 2021

4. Split data into m components using D=D(X. m,
a) and determine the rule R;

8. Clustering algorithm selection using function
S=S(A,a) and the rule R;

6. Begin repeat

7. Clustering on modules M(X.kA.LC);

8. Quantify indexes /={MSE, IQI, DBI.XBI}.

9. Quantify the knowledge on each module T=T(C).

10. Compare the knowledge on each module. If it is
better, share it with the other individuals.

TAP CHI KHOA HOC CONG NGHE THONG TIN VA TRUYEN THONG
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11. Check the stop condition on each clustering
module.

12. End repeat: All clustering modules complete?

13. Consensus clustering results using
U={C.kAOl}.

14. Quantify the estimating indicators /= (Pre.,
Rec., F1, Acc.}.

15. Output the clustering result H=(1,0}.
In algorithm 1, the stopping condition in step 11
ensures that all basic clusterings converge on the criterion

that the membership function does not change after a few
iterations. Mean,

lU:,(rl-IU"_,(f-l‘<t

The algorithm based on the EFRC model has some
improvements compared to traditional clustering ensemble
models such as feature reduction in step 3, multi-objective
base clusterings in step S, quantification of cluster quality
index in step 8, select the best centroid in step 9 and share
the best centroid for other base clusterings.

IV. EXPERIMENT RESULTS

In this section; we present some experimental
results to simulate the working mechanism of the EFRC
model and demonstrate the effectivencss of the proposed
clustering ensemble method. The EFRC model is a
combination of four single algorithms KM, FCM, FCoC,
and IVFCoC for four base clusterings. In the EFRC model,
we usc a random projection algorithm to reduce the
features of the data. We divide the original dataset into
four equal parts and give each base clustering one part of
the data. We used the Silhouectte-Based Assessment of
Cluster Tendency algorithm [3] to assess the clustering
tendency of clusters obtained from four clustering
modules.

For a fair comparison, we have installed clustering
experiments along with state-of-the-art methods such as
single clustering (KM, FCM, FCoC, and IVFCoC) and
single-objective clustering ensemble (eFCoC) methods.
However, in the single clustering experiments, the
experimental results of KM on multi-feature data are of too
low quality compared with other FCM, FCoC and IVFCoC
single fuzzy algorithms. Therefore, we do not state the test
results with KM.

To quantify the clustering quality of different
algorithms, we use the indices Accuracy rate [19], Recall
index [20], Precision index [20), and F1 score [21]. The
higher the index value, the better the corresponding cluster
quality (see Table 1).

(10)

! http//cs. joensuu. i sipw/datasets/
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' arc implemented on Windows 7 of Hp
Elitebook 8560W, Core i7-2670QM, 8 GB RAM, NVIDIA
Quadro 2000M, and C#.Net development environment.

Firstly, we present expenimental results on the
many-feature datasets and small size. Includes three
datasets Dim256, DimS12, and Dim1024 which were
downloaded from the clustering data repository of the
School of the Computing University of Eastern Finland'.
These datasets have many features d from 256 to 1024 and
1024 data objects are evenly distributed over 16 Gaussian
clusters. Each cluster has 64 data objects in sequential
order. The statistics of these datasets are summarized in
Table 3.

Table 3. The details of used benchmark datasets.

Name Size #Clusters #Features
Dim256 1024 16 256
Dim$12 1024 16 512
Dim1024 1024 16 1024
PEMS-SF 440 7 138672
Radar 325834 7 175

The goal of these experiments is to prove that the
clustering quality of the EFRC algorithm is superior 1o its
single algorithm. The use of small and labeled datasets will
help us to easily control the operation progress of our
experiments. The experimental results are quantified by the
validity indexes in Table 4. In Table 4, we highlight the
best results in bold.

Table 4. Clustering results of algorithms FCM, FCoC,
JVFCoC, eFCoC and EFRC on datasets Dim!128, Dim256

and Dim1024
Datas| 0 | Pre |Re.| F1 | Acc e
- (Sec)
FcM | 0846 (0830 0830 | 0860 | 148
TCoc 10951 [0950| 0950 | 0953 | 122
8 VFCoC| 0982 [0981| 0981 | 0982 | 269
E FCoC | 0982 109671 0973 | 0980 | 124
EFRC [ 0998 [0997] 0997 | 0997 | .12
FCM [ 0828 [0818] 0819 | 0850 | 196
Coc 1 0960 10959 0959 | 0961 | 135
S VFCoCl 0987 | 0986 | 0.986 | 0987 | 426
g FCoC | 0990 |0984 | 09% | 0992 | 1.8
SFRC | 099 [0995| 0.995 | 0995 | 345
_JFCM | 0817 [0812| 0810 | 0848 [ 253
8 lrcoc 10956 |0955 | 0955 | 0957 | 228
£ IFcecT 099 (0990 0990 | 0990 | 993

ruaﬂmowocoOchcuemo.\'anvAmmmm 9
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eFCoC
EFRC

0.989
0.998

0.991
0.997

0.990
0.997

0.990
0.997

238
521

In Table 3, we easily see that the value of the
indexes obtained from our method is better than the
previously proposed algorithm. Meanwhile, the time
consumed by the eFCoC algorithm is the smallest. The
results in Table 3 show that the time consumption of the
EFRC algorithm is higher than that of the eFCoC
algorithm. This can be explained as follows: Theoretically,
the computational complexity of the EFRC algorithm is
higher than single algorithms and the ¢FCoC algorithm
because EFRC adds a few functions such as feature
reduction, multi-object, and optimal centroid sharing.
These improvements make the EFRC algorithm more
accurate than traditional algorithms. For time
consumption: Although the computational complexity of
EFRC is higher than other algorithms, the base clusterings
are installed in parallel on 25% of the original data, so the
total time consumption is lower than other single
algorithms. However, since the base clusterings of the
eFCoC are also installed in parallel on 25% of the data, the
consumption time of the eFCoC is lower than the EFRC
algorithm. This is completely logical. In the next
experiments, we cluster on the many-feature and labeled
datasets. The goal of these experiments is to demonstrate
the potential of the EFRC, algorithm on real datasets. The
two datascts are downloaded from the UCI Machine
Leaming Repository®. The data set PEMS-SF is 400 MB in
size and includes 440 data objects. This dataset has 138672
features and 440 data objects that arc grouped into scven
different clusters. This data describes the occupancy rate,
between 0 and 1, of different car lanes of San Francisco
bay area freeways. Measurements cover the period from
Jan. 1%, 2008 to Mar. 30*, 2009 and are sampled every 10
minutes. We treat each day in this database as a single time
series of dimension 963 (the number of sensors that
functioned consistently throughout the studied period) and
length 6 x 24=144. This results in a database of 440 time
series correspond to 440 data objects. Each data object is
labeled with an integer in {1,2,3,4,5,6,7} corresponding to
a day of the week from Monday to Sunday.

The radar dataset is 41 |MB in size and 325834 data
objects with the number of features is 175. Radar dataset is
a fused bi-temporal optical-radar data for cropland
classification. The images were collected by RapidEye
satellites (optical) and the Unmanned Aerial Vehicle
Synthetic Aperture Radar (UAVSAR) system (Radar) over
an agricultural region near Winnipeg, Manitoba, Canada in
2012. There are 2 * 49 radar features and 2 * 38 optical
features for two dates: 05 and 14 July 2012. Seven crop
type classes exist for this dataset as follows: 1-Comn; 2-
Peas; 3- Canola; 4-Soybeans; 5- Oats; 6- Wheat; and 7-
Broadleaf. The statistics of these datasets are summarized
in Table 3. The experimental results are quantified by the
validity indexes in Table 5.

? heeps//archive ics.uci edw/'ml/ datasets. php
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Table S. Clustering results of algorithms FCM, FCoC,
IVFCoC, eFCoC and EFRC on datasets PEMS-SF and

Radar
Datas Time
| Al |Prec | Rec| FIAce|
FCM__ |0.853|0.840|0.846]0.875| 118
. [FCoC [0946/0946[0.946[0949] 96
% [IVFCoC [0.965/0964]0964(0.965| 138
E cFCoC [0.953]0951|0953|0954] 34
EFRC |0.978|0.978|0.977|0.981| 10
FCM__ |0.8460.842|0.846|0.845| 142
FCoC  |0932|0931[0933/0933] 116
i TVFCoC |0.947]0.943|0.946|0.944| 205
cFCoC  |0.965]0.962|0.967|0.966] 39
FRC | 0.988|0.986|0.988| 0.936| 20

Table 4 also shows us, the value of the indexes
obtained from the proposed algorithm is better than the
previously proposed algorithm. In addition, the time
consumption of the proposed algorithm is smaller than that
of the previously proposed algorithms. Once again, we can
Jearn from Table 4 that the EFRC algorithm has obvious
advantages over the other four methods in many-feature
data clustering. The average correct clustering rate of the
EFRC algorithm is higher than that of other methods. The
results in Table 4 show that the time consumption of the
EFRC algorithm is lower than that of the eFCoC algorithm.
This can be explained as follows: In Table 4, the PEMS-
SF datasct has a very high number of features (138672),
Radar dataset has a rather large size (325834). Therefore,
feature reduction is very significant for the EFRC
algorithm, which significantly reduces data size. Reducing
data size helps EFRC accelerate clustering faster than the
¢FCoC.

General, the clustering results in Table 3 and Table
4 are demonstrated that the EFRC algorithm is more
accurate than single algorithms KM, FCM, FCoC,
IVFCoC, and eFCoC.

VY. CONCLUSION

In this paper, an ensemble mathematical model and
a clustering algorithm EFRC based on the EFRC model are
proposed. The model of the clustering ensemble consists of
ten basic components which are analyzed in detail to make
EFRC more explicit than classic ensemble clustering
models. Based on the EFRC model, the EFRC algorithm is
formed to cluster the many-feature data. The EFRC model
is an intelligent multi-objective clustering model that takes
full advantage of clustering techniques to contribute two
valuable rule sets R; and R;. The EFRC algorithm
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combines feature reduction algorithm, based on the divide-
and-conquer principle, and EFRC model's preeminent
techniques to demonstrate potential in the many-feature
data processing. The experimental results showed that the
EFRC algorithm obtained better clustering accuracy and
consumption time than the single clustering algorithms.
Hyperspectral images have wide observability, high
resolution, and feature numbers from hundreds to
thousands. The hyperspectral image data plays an
important in quantitative remote sensing, military,
environmental management, mineral mining, biological
and medical, precision agnculture applications. In the
future, we will apply the EFRC algorithm to conduct
further applications of classification, target detection, and
change detection.
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TIEP CAN MO HINH PONG THUAN BE PHAN
CUM DU LIEU NHIEU PAC TRUNG

Tém tds: Ddng thujn 1 mdt md hinh hoc méy phd bién
dya trén nguyén tic chis 4é tri. Trong phdn cym d lidu,
ddng thujn nhim muyc dich cii thi¢n hidu sudt vé 1éc 85 xir
Iy vi chit lugng phin cym dt ligu. Hiu bét cic phuong
phép ddng thujn hi¢n c6 dang 46i mjt véi nhimg thich
thirc phirc tap nhu khdng chic chin, khong rd ring va lp
chdng. K9 thujt phin cum mé gin diy da dugc phit tén
@& xir 1y d2 li¢u nhidu dic tnmg, khdng ddng nhit, khng
chic chin va kich thuwéc Iém. Trong bai bdo ndy, ching t5i
42 xudt mot md hinh @dng thujn phin cym gidm djc tumg
(EFRC) sir dung céc k§ thujt hoc mdy tién tién. M4 hinh
EFRC bao gdm ba giai doan. Ddu tién, dit li¢u dwoc gidm
bt mdt sb d3c tnmg bing phép chiéu ngiu nhién. Sau 46,
dit li¢u duge chia thanh cic tip con dya trén mirc 49 chdng
chéo va dinh lugng nhidu. Cic k§ thujt phin cym khic
nhau dugc sit dung dé phin cym céc tip hop con dit lidu.
Mimmmmmmwhmmm
thuin bing cich sir dyng k§ thudt phin logi 4é 3o ra két
qué phin cym cudi ciing. Mdt vii thic nghiém dugc thyc
hién trén cic bd dit lidgu mlu chudn. Két qua thir nghiém
cho thiy hi¢u sult vupt trdi ciia md hinh EFRC so véi cic
md hinh trude d6.

Tir khda: Phin cym, phin logi, md hinh ddng thuin,
gidm djc trung, nhidu djc trung, d li¢u Iém.
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